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In clinical trials, it is often desirable to test for 
superiority conditioned on establishment of 
noninferiority based on the same primary end-
point. According to a guidance document is-
sued by the European regulatory agency Com-
mittee for Proprietary Medicinal Products in 
2001, no type I error rate adjustment is neces-
sary for switching between superiority and non-
inferiority because the family-wise type I error 
rate is controlled at the same nominal level. 
However, Ng raised the issues of switching  
between superiority and noninferiority even 

though there is no inflation of the family-wise 
type I error rate and showed that the false dis-
covery rate could be increased. 

To alleviate these concerns, we propose to 
control the conditional type I error rate of the  
second-step superiority test at the nominal  
significance level, which leads to a lower (un-
conditional) significance level of the second-
step superiority test. The suggested adjustment 
posts a more rigorous condition to claim supe-
riority, which is an effort to decrease the num-
ber of erroneous claims of superiority.
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i N T R O D U CTI   O N
In active controlled clinical trials, it is common 
to see designs with the primary objective to 
show that the test treatment is not too much in-
ferior to the active control and continue to test 
for superiority if noninferiority is shown. For 
this design, Morikawa and Yoshida (1) argued 
that there is no need to adjust the type I error 
rate (significance level) based on the closed 
testing principle proposed by Marcus et al. (2). 
The European Agency for the Evaluation of Me-
dicinal Products, Committee for Proprietary 
Medicinal Products (3) argued that multiplicity 
is not a concern when the study objective is 
switched between superiority and noninferiori-
ty because the test procedure is closed. More 
specifically, (a) superiority can be tested if the 
null hypothesis is rejected in a noninferiority 
trial, and (b) noninferiority may be tested if fail-
ing to reject the null hypothesis in a superiority 
trial with a prespecified margin; and no multi-
plicity adjustment is necessary. However, Ng 
(4,5) raised the issues of switching between su-
periority and noninferiority even though there 
is no inflation of the family-wise type I error rate 
and showed that the false discovery rate could 
be increased.

We suggest a new testing procedure that con-
trols the conditional type I error rate, instead of 
the unconditional type I error rate, for the  
second-step superiority test. Specifically, we 
perform the usual single superiority test with a 
lower significance level so that the conditional 
type I error rate equals the nominal significance 
level. With our suggested adjustment, the sig-
nificance level of the second-step test depends 
on the first-step test. The proposed adjustment 
posts a more rigorous condition to claim supe-
riority, which is an effort to decrease the inci-
dence of erroneous claims of superiority. 

The rest of the article is organized as follows. 
In the next section, we formulate the statistical 
problem of switching from noninferiority to su-
periority. Following that, we elaborate the con-
cerns raised by Ng (4). Then we derive the con-
ditional type I error rate of the superiority test 
conditional on establishment of noninferiority 
and suggest an adjustment to the second-step 
test, followed by a hypothetical example to illus-
trate the proposed adjustment. Finally, we con-
clude with some discussion. 

T H E  STATISTICA          L  P R O B L E M
Consider an active controlled clinical trial, 
where the test and control treatments are com-
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pared based on a continuous primary endpoint. 
Suppose that the primary endpoint is normally 
distributed, with means μt and μc and known 
variances σt

2 and σc
2, for the test and control 

arms respectively. Without loss of generality, we 
assume that a larger value of the primary end-
point indicates a better outcome. The primary 
objective is to show noninferiority, and if non-
inferiority is shown, then superiority will be 
tested. Specifically, in the first step, we perform 
the following noninferiority test at a signifi-
cance level of α1:

(T1) H10: µt - µc ≤ -δ vs H1a: µt - µc > -δ,

where δ (>0) denotes the noninferiority mar-
gin. If the null hypothesis H10 is rejected, then, 
in the second step, the superiority test will  
be conducted at a significance level of α2 as 
follows: 

(T2) H20: µt - µc ≤ 0 vs H2a: µt - µc > 0.

For a given nominal significance level of α, we 
set α1 = α. Furthermore, without an adjust-
ment, we set α2 = α, and the overall type I error 
rate will be controlled at α, as noted earlier. In a 
later section, we propose that the second-step 
superiority be tested at a significance level of 
α2, which is less than α.

C O N C E R N S  O F  N O  A D J U ST  M E N T
Ng (4) pointed out that switching between su-
periority and noninferiority without any adjust-
ment reduces to simultaneous testing of both 
hypotheses with a one-sided confidence inter-
val, and raised the issues of simultaneous test-
ing of both hypotheses. In fact, simultaneous 
testing of both hypotheses allows a test treat-
ment that is expected to have the same effect as 
an active control to claim superiority by chance 
alone without losing the chance of showing 
noninferiority. This would lead to a higher num-
ber for erroneous claims of superiority com-
pared with the situation where only one null 
hypothesis is to be tested because of the follow-
ing. If only one null hypothesis is to be tested, 
expecting the test treatment to have the same 
effect as an active control, researchers will likely 
choose to test noninferiority rather than supe-

riority. However, with simultaneous testing, su-
periority will be tested regardless of the expec-
tation. Therefore, more test treatments that are 
expected to have the same effect as an active 
control would be tested for superiority with si-
multaneous testing than would be if only one 
null hypothesis is to be tested, resulting in more 
erroneous claims of superiority.

C O N D ITI   O N A L  T Y P E  I  E R R O R  R AT  E
To alleviate the concerns raised by Ng (4,5), we 
propose to control the conditional type I error 
rate of the second-step superiority test at the 
nominal significance level of α. To do so, let Φ(·) 
and zα be the cumulative distribution function 
(CDF) and the upper α-quantile of a standard 
normal distribution, respectively. Let σ2 = σt

2/
nt + σc

2/nc where nt and nc denote the sample 
size for the test and control arms, respectively, 
and σ2 is known because σt

2 and σc
2 are 

known by assumption. Let W = ∑Xi/nt - ∑Yj/nc, 
where, for i = 1, . . . , nt and j = 1, . . . , nc, Xi and 
Yj are the individual values of the primary end-
point for the test treatment and control, respec-
tively. Let the first-step noninferiority hypothe-
sis be tested at a significance level of α1; so that 
the null hypothesis H10 is rejected when 
W > -δ + zα1σ. In addition, let the second-step 
superiority hypothesis be tested at a signifi-
cance level of α2; so that the null hypothesis H20 
is rejected when W > zα2σ. If α2 ≤ α1, then the 
conditional type I error rate, Ψ, for the second-
step superiority test T2 is given by 
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α δ σ
µ µ

α α

α

= > > − +

= − +
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The derivation of Ψ is given in the appendix.
We suggest control of the conditional type I 

error rate of T2 at the nominal significance level 
of α. To do so, we set Ψ = α. We then solve for 
α2, and get α2 = αΦ(-zα1 + δ/σ). 

In summary, our suggested testing procedure 
is as follows: (a) perform the first-step noninferi-
ority test as usual with type I error rate α1 = α, 
and (b) perform the conditional superiority test 
as a single superiority test with type I error rate 
α2 = αΦ(-zα + δ/σ) instead of the nominal level 
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of α. Noting that α2 < α, our suggestion posts a 
more rigorous condition to establish superiority 
in the second-step conditional test.

A  H Y P O T H E TICA    L  E X A M P L E
In this section, we consider a hypothetical ex-
ample where the primary endpoint is normally 
distributed with a larger value indicating a  
better outcome. Let’s assume equal means 
(µ0 = 5.0) and equal standard deviations 
(σ0 = 5.0) between the two arms, 1:1 random-
ization, a noninferiority margin of δ = 1.6, a 
power of 80%, and a significance level of 0.025 
for the noninferiority test. The design is to first 
test for noninferiority:

(T1) H10: µt - µc ≤ -1.6 vs H1a: µt - µc > -1.6.

If noninferiority can be established, then test 
for superiority:

(T2) H20: µt - µc ≤ 0 vs H2a: µt -  µc > 0.

According to our suggestion, the conditional 
superiority test, if performed, should be con-
ducted as a usual single superiority test with a 
significance level of α2 = αΦ(-zα + δ/σ). With a 
power of (1 - β) to conclude noninferiority as-
suming no treatment difference, we have 
δ/σ = zα + zβ. Then α2 = αΦ(zβ) = α(1 - β) = 
0.020. 

D ISC   U SSI   O N
Unknown Variances
The derivation in the section Conditional Type 
I Error Rate is based on the assumption that 
the variances are known. When σt

2 and σc
2 are 

unknown, for ease of exposition, in what fol-
lows we assume equal variance so that the sta-
tistical test based on the t distribution may be 
performed. Note that with unequal variance, 
Welch’s t test statistic should be employed with 
the degrees of freedom approximated by the 
Welch-Satterthwaite equation (6). 

Let sp be the pooled estimate of the com-
mon standard deviation, and denote 

s* sp t c= +1 n 1 n/ / . Similarly, as previously, the 
usual tests reject H10 when ( )/W s* t , 1

+ >δ ν α  and 
reject H20 when W s* t , 2

/ > ν α , where tν,α is the up-
per α-quantile of the Student’s t distribution 

with ν = nt + nc - 2 degrees of freedom. Then 
for any given α2 ≤ α1, the conditional type I er-
ror rate for the second-step superiority test is 

ψ δ
µ µ
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+

>

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Let Fν,θ(∙) denote the CDF of the noncentral t dis-
tribution with ν degrees of freedom and non-
centrality parameter θ. Then by the fact that 
W/s* follows a noncentral t distribution with ν 
degrees of freedom and noncentrality parame-
ter (μt - μc)/σ, we have
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where F Fν θ ν θ, ,1( ) ( )⋅ = − ⋅  is defined as the right 
tail probability. With different values of 
α = δ/σ, ν, α1, and α2, Figure 1 shows that 
F t F t

t c t c
ν µ µ σ ν α ν µ µ δ σ ν α,( ) , , ,2 1− − +( )/ /( )/ ( ) is a mono-

tonically increasing function of the parameter 
μt - μc. (In the figure, the ratio increases with 
x = (μt - μc)/σ and σ is a fixed number.)

However, due to the complexity of the density 
function of noncentral t distribution, it is not 
straightforward to analytically verify that 
F t F t

t c t cν µ µ σ ν α ν µ µ δ σ ν α, , , ,2 1−( ) − +( )/ //( ) ( ) is a mono-
tonically increasing function of the parameter 
μt - μc like that in Lemma 1 in the appendix.

If the monotonicity holds, then 
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Similar to the situation with known variances in 
the section on conditional type I error rate, to 
control the conditional type I error rate of T2 at 
the nominal significance level of α, with α1 = α, 
we get α α ν δ σ ν α2 , / ,= F t( ). Then we have to esti-
mate σ for the adjustment.

Earlier, we suggested performing the condi-
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tional superiority test as a single superiority test 
with type I error rate α2 = αΦ(-zα + δ/σ). 
Although it is “natural” to use this formula with 
σ being replaced with its estimate when it is not 
known, it is not appropriate to do so because 
this formula is based on known variances. When 
the variances are not known, the formula 
α α ν δ σ ν α2 , / ,= F t( ) should be used instead, where 
σ has to be estimated independent of the cur-
rent trial. To be conservative, α2 = α2 may be 
used, where σ approaches infinity. Table 1 
shows the comparison between the conserva-
tive α2,cons = α2 and the conditional error rate–
based α α ν δ σ ν α2, , /cerb ,F t= ( ) for α = 0.025, where 
the ratio of α2,cons/α2,cerb in percentages is shown 
with different combinations of ν and δ/σ. From 
this table, it is obvious that the conservative ad-

justment allows a much lower type I error rate. 
Figure 2 shows the ratio of α2,cons/α2,cerb with δ/σ 
in the range of (0, 2) and ν taking values of 10, 
20, 60, and 100. The ratio does not change 
much as the degree of freedom changes.

Extreme Situation
The value of δ should be decided on a clinically 
meaningful basis, and not extremely small. In 
fact, if δ → 0, establishment of noninferiority 
should be equivalent to that of superiority. Al-
though it makes no sense to test for noninferi-
ority with a very large margin, the discussion 
here is an exercise to see if α2 makes sense 
mathematically. In the situation where the non-
inferiority margin approaches +∞, the adjusted 
significance level for the conditional superiori-
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ty test is α2 = αΦ(-zα + δ/σ) → αΦ(+ ∞) = α, 
which means no adjustment. Is this reasonable? 
When δ → +∞, the first step noninferiority test 
becomes

(T1) H10: µt - µc ≤ -∞ vs H1a: µt - µc > -∞,

which does not leave the chance for a type I er-
ror for itself because the alternative hypothesis 
µt - µc > -∞ is always true. In this case, it is rea-
sonable for no adjustment.

A P P E N D I X :  D er  i v a t i on   of   Ψ 
W H E N  σ t

2  A N D  σ c
2  a re   k nown  

Denote the first and second significance levels 
with α1 and α2, respectively, and assume α2 ≤ α1. 
Then the conditional type I error rate of the 
second-step test is 
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Lemma 1: For any constant a > 0, the ratio 
Φ(x)/Φ(x + a) is a monotonically increasing 
function of x ∈ (-∞, ∞), where Φ(x) is the CDF 
of a standard normal random variable. 

Proof. Let g(x) = Φ(x)/Φ(x + a). To show that 
g(x) is a monotonically increasing function, 
it suffices to show that (d/dx) g(x) > 0 for any 
x ∈ (-∞, ∞). Note that

d

dx
g x

d

dx

t dt

t dt

x t dt x

x

x a( )=
( )

( )

















=
( ) ( ) − +

−∞

−∞

+
∫
∫

φ

φ

φ φ φ aa t dt

t dt

xx a

x a

( ) ( )

( )





−∞−∞

+

−∞

+

∫∫
∫

φ

φ
2 .

Thus, we need to show that φ φ φx t dt
x a

( ) ( ) −
−∞

+
∫  

x a t dt
x

+( ) ( ) >
−∞∫ φ 0, or equivalently 

T a ble    1
Comparison Between the Conservative α2,cons = α2 and the Conditional 

Error Rate–Based 

δ/σ = 0.2 (%) 0.5 (%) 1 (%) 2 (%)

ν  =  15 65.5 36.8 16.3 5.4

20 65.1 36.2 15.9 5.2

25 64.8 35.9 15.7 5.2

30 64.6 35.7 15.6 5.1

35 64.5 35.6 15.5 5.1

The ratio of α2,cons /α2,cerb in percentages is shown with different combination of ν and δ/σ.

α α ν δ σ ν α2, , /cerb ,F t= ( )

F i g ure    2 
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for any t < x, (A1) holds and so is the lemma.
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